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Abstract
We present two online experiments investigating trust in artificial intelligence (AI) as a pri-

mary and secondary medical diagnosis tool and one experiment testing two methods to in-

crease trust in AI. Participants in Experiment 1 read hypothetical scenarios of low and

high-risk diseases, followed by two sequential diagnoses, and estimated their trust in the med-

ical findings. In three between-participants groups, the first and second diagnoses were given

by: human and AI, AI and human, and human and human doctors, respectively. In Experiment

2 we examined if people expected higher standards of performance from AI than human doc-

tors, in order to trust AI treatment recommendations. In Experiment 3 we investigated the pos-

sibility to increase trust in AI diagnoses by: (i) informing our participants that the AI

outperforms the human doctor, and (ii) nudging them to prefer AI diagnoses in a choice be-

tween AI and human doctors. Results indicate overall lower trust in AI, as well as for diagnoses

of high-risk diseases. Participants trusted AI doctors less than humans for first diagnoses, and

they were also less likely to trust a second opinion from an AI doctor for high risk diseases.

Surprisingly, results highlight that people have comparable standards of performance for AI

and human doctors and that trust in AI does not increase when people are told the AI outper-

forms the human doctor. Importantly, we find that the gap in trust between AI and human di-

agnoses is eliminated when people are nudged to select AI in a free-choice paradigm between

human and AI diagnoses, with trust for AI diagnoses significantly increased when participants

could choose their doctor. These findings isolate control over one’s medical practitioner as a

valid candidate for future trust-related medical diagnosis and highlight a solid potential path to

smooth acceptance of AI diagnoses amongst patients.
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1 Introduction
Having started as a basic tool to help the traditional practicing physician in the early

1950s (Yu et al., 2018), AI has now become a steady partner in the medical decision-

making process. The projected growth of the AI health market is expected to reach a

staggering 6.6 billion USD by 2021, as distributed across a wide range of health-

related applications—from robot assisted surgery and virtual nursing assistants,

through administrative workflow assistance, fraud detection, and dosage error

reduction, up to key applications devoted to preliminary diagnosis, automated image

diagnosis, or cyber security (Accenture, 2017). Healthcare practitioners are already

dedicated users of AI with the purpose to ease data analysis, to formulate better

diagnoses and treatment predictions, and importantly, to lower the amount of admin

work. As such, AI is primarily treasured for true workflow optimization—As long as

AI is used to streamline workflow and operations, clinicians are able to focus on de-

veloping specific tools for better diagnosis and treatment. In this respect, a recent

report on healthcare practitioners who use AI describes a two thirds decrease of total

time needed to write medical reports, with 79% of practitioners reporting that AI has

helped them fight burnout in the workplace, and a significant 75% declaring

improvement in predictions and treatment of disease following AI usage

(GE Healthcare, 2019).

AI has real benefits for physicians, other healthcare professionals and patients.

Physicians are able to dedicate more time to the direct relationship with the patient

(De Fauw et al., 2018; Wrzeszczynski et al., 2017) and AI tools have significantly

improved diagnosis and treatment prediction, helping to better patients’ health.

AI-based diagnosis is expected to be common in the near future (Ting et al.,

2018), with machine-learning algorithms already used, for example, for various

medical decisions such as skin cancer diagnosis (Esteva et al., 2017), more precise

identification of body areas in need to receive radiotherapy (Chu et al., 2016), and

pulmonary tuberculosis diagnosis (Lakhani and Sundaram, 2017). Such technologies

are currently utilized with the help of medical staff. However, commercial compa-

nies such as Babylon, Ada, and Your.MD have developed AI systems that are set to

provide patients with a diagnosis, without any input needed from a human medical

doctor (Heaven, 2018).

Nevertheless, AI for healthcare is challenged by people’s skepticism with respect

to AI’s provable benefit, responsibility attribution in case of an error, as well as the

ever-growing concern over individual privacy that the AI brings (GE Healthcare,

2019). Arguably, the existent skepticism boils down to trust. Definitions of trust vary
across fields (Rousseau et al., 1998), but in the medical domain trust can be defined

as the expectation that a medical practitioner/technology will provide beneficial rec-

ommendations for a given patient’s health, allowing for risks to be taken based on

this expectation (Thom et al., 2011). Trust’s crucial role in the relationship between

patient and medical doctor has been long acknowledged, with numerous studies

delineating how important trust is for accepting the doctor’s advice and following

the treatment plan (Hall et al., 2001; Thom, 2002), as well as for being satisfied with
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the service and achieving the desired positive health outcome (Cook et al., 2004;

Pearson and Raeke, 2000). Not surprisingly, trust was found to underlie willingness

to try automation, making it crucial for the successful implementation of AI for

healthcare (Lee and Moray, 1994; Lee and See, 2004). To date, however, there is

little research on how patients’ trust in a given diagnosis is affected when this is

performed by AI instead of the traditional human doctors.

Trust in decisions made by automation technology is partly different from trust in

decisions made by people. Whereas trust in humans most often relies on competence,

benevolence, and integrity, it has been shown that trust in machines depends more on

their perceived functionality and reliability (Mcknight et al., 2011). A consistent pref-

erence for humans’ opinions over algorithms has been reported, even when the

algorithms are known to be superior, a phenomenon called algorithm aversion

(€Onkal et al., 2009; Promberger and Baron, 2006). Relatedly, people are faster to lose

trust in technologies such as AI, when they witness them erring, as compared to those

situations where they would be witnessing another person make an error (Alvarado-

Valencia and Barrero, 2014; Bisantz and Seong, 2000; Dietvorst et al., 2015;

Dzindolet et al., 2003; Muir and Moray, 1996; Parasuraman and Riley, 1997;

Promberger and Baron, 2006). Interestingly, people associate more words such as

Absolute, Competence, Trustworthy, and Security in caring, with the idea of trust
in medical technology, as compared to the simple notion of trust in technology
(Montague et al., 2009). These results to date could be taken to highlight that people

expect more from medical technology than from other forms of technology.

With these considerations in mind, the current research had several aims. Given

the scarcity of studies on the topic, our first aim was to better understand how pa-

tients’ trust in their diagnosis is affected when the diagnosis is given by an AI doctor

rather than by a human doctor, and whether this trust depends on severity of disease

or familiarity with technology (Experiment 1). Our second aim was to investigate if

patients require higher standards of performance from AI, as compared to human

doctors, in order to trust a diagnosis (Experiment 2). With our third aim we were

interested to explore if trust in AI can be increased by construction of preference

(i.e., by nudging people to choose to be diagnosed by AI rather than being assigned

to an AI diagnosis).

2 Experiment 1
In Experiment 1, we were interested how trust in AI compares to trust in a human

doctor when AI is used as a primary or secondary diagnosis tool, offering a second

(consistent or inconsistent) opinion to that of a human doctor. We also investigated

any existent order effects on trust when patients are presented with both AI and hu-

man diagnoses.

Additionally, our goal was to assess whether and how disease risk impacts trust

toward AI diagnoses. We refer to high-risk diseases as those diseases that are life-

threatening if left untreated, whereas low-risk diseases signal no such life-threat
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(Rolland, 1984). To date, no empirical research explicitly investigated disease sever-

ity and diagnosis acceptance, however, it has been found that patients gave their phy-

sicians more explicit mandates of trust for more complex diseases, while for simpler

medical issues one mandate of trust was enough (Skirbekk et al., 2011). Further, nu-

merous studies on patient-doctor trust have typically examined patients with high-

risk diseases such as cancer, or chronic problems such as diabetes, fact which could

be taken to suggest that trust appears to be an issue especially for such diseases

(Cao et al., 2017; Piette et al., 2005; Ridd et al., 2009). Considering trust in connec-

tion to disease severity, we hypothesized a link between higher-risk disease and

lower levels of trust.

Finally, we were interested to explore whether familiarity with technology can

lead to greater trust toward AI. We expect people more familiar with technology

to also better understand how AI works, or be more forgiving to the presence of a

lack of explainability on its part (see, e.g., Doran et al., 2017; Holzinger et al.,

2017). Therefore, we hypothesized that familiarity with technology will result in

greater trust for AI diagnoses.

2.1 Method
2.1.1 Participants
182 participants were recruited through social media (Facebook and Instagram), Pro-

lific, and the UCL Psychology participant pool. Six participants were excluded for

incomplete answers. The reported analyses were conducted on data from 176 partic-

ipants (101 female, age range: 18–85 years old).

2.1.2 Design and materials
All participants were presented with eight hypothetical medical scenarios in random

order, each followed by two proposed diagnoses (first and second). The scenarios

varied on: disease risk (high or low), first diagnosis result (positive or negative),

and second diagnosis result (confirming or disconfirming the first diagnosis result);

see Table 1. Diseases were classified as high-risk if they could be life threatening

when left untreated (Rolland, 1984).

Depending on the source of the first and second diagnosis, participants were al-

located to one of three groups: Human-AI, AI-Human, Human-Human. Except for

this difference, all participants were presented with the same eight scenarios. Addi-

tionally, participants in the first two groups were given a text explaining how AI is

used for medical diagnosis, text taken from an example of IBM’s doctor Watson,

with accuracy rates for AI and Human diagnoses for different types of cancer

(Haenssle et al., 2018). See Appendix A Supplementary materials in the online ver-

sion at https://doi.org/10.1016/bs.pbr.2020.06.006 for full texts of medical scenarios

and AI description.

Familiarity with technology was measured with the Media and Technology Us-

age and Attitudes Scale (Rosen et al., 2013). This scale includes 35 questions about

how often people perform certain actions with technology, such as Check your per-
sonal e-mail or Check the news on a mobile phone (see Appendix B in
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Supplementary materials in the online version at https://doi.org/10.1016/bs.pbr.

2020.06.006, for the full scale). The answers were given on an 8-point visual

frequency scale, from “Never” to “All the time.”

2.1.3 Procedure
The study was conducted online using Qualtrics. Participants were randomly

assigned to one of the three between-participants groups and were then presented

with the eight scenarios, including the diagnoses. After each diagnosis, they were

asked to indicate a percentage score (0–100%) for how much they trusted the initial

diagnosis. At the end of the experiment, participants filled in the Media and Tech-

nology Usage and Attitudes Scales and they were debriefed about the purpose of the

study.

2.1.4 Data analysis
For brevity and simplicity, we here report only those analyses for the scenarios

including a positive first diagnosis (i.e., indicating the presence of a disease and

recommending a treatment). Analyses for the scenarios with negative first diagnoses

are detailed in the Supplementary materials in the online version at https://doi.org/

10.1016/bs.pbr.2020.06.006 Appendix C.

To investigate trust in AI as a primary diagnosis tool, a 2�2 mixed analysis of

variance (ANOVA) was conducted on the trust scores (dependent variable) given

after the first diagnosis of low- and high-risk diseases (within-participants variable)

by the participants in Human-AI and AI-Human groups (between-participants var-

iable). Familiarity with technology was included in the analyses as a covariate.

To investigate trust in AI as a secondary diagnosis tool, two further ANOVAs were

conducted on the differences in trust scores (calculated as trust after second diagnosis

minus trust after first diagnosis, as the dependent variable), depending on whether the

second diagnosis confirmed or disconfirmed the initial diagnosis. Specifically, a con-

firming second diagnosis was expected to increase trust, whereas a disconfirming one

was expected to decrease trust. Each of the 2�2mixedANOVAs had disease risk (low

vs high) as the within-participants factor. The between-factor was doctor type for the

Table 1 Eight medical scenarios were used for the 2x2x2 within-participants
variables in Experiment 1.

Scenario Medical problem Risk First diagnosis Second diagnosis

1 Viral infection Low Positive Agreement (Positive)

2 Tooth abscess Low Positive Disagreement (Negative)

3 Sepsis High Positive Agreement (Positive)

4 Diabetes High Positive Disagreement (Negative)

5 Hormone imbalance Low Negative Agreement (Negative)

6 Sexual disease Low Negative Disagreement (Positive)

7 Heart disease High Negative Agreement (Negative)

8 Lung cancer High Negative Disagreement (Positive)
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second diagnosis (Human vsAI) as found in theHuman-Human andHuman-AI groups

respectively. Note that a first Human diagnosis is the starting point in both subject

groups.

Lastly, to test for any order effects in the combined Human and AI diagnoses, we

conducted a 2�2 mixed ANOVA on the trust scores after the second diagnosis

(within-participants variable) received for low- and high-risk diseases by those par-

ticipants in the Human-AI and AI-Human groups (between-participants variable).

2.2 Results
Averages of trust scores together with standard deviations for all variables ma-

nipulated in Experiment 1, by subject group, are presented in the Supplementary

materials in the online version at https://doi.org/10.1016/bs.pbr.2020.06.006,

Appendix C Table S1.

2.2.1 Trust in AI as a primary diagnosis tool
A significant main effect of doctor type was found on the trust ratings data,

F(1,111)¼4.57, P¼0.035, η2p¼0.040, with higher trust in Human (M¼69.75,

SD¼15.54), as compared to AI diagnoses (M¼63.01, SD¼17.66). Further, a

significant main effect of disease risk was evidenced on the ratings data,

F(1,111)¼85.56, P<0.001, η2p¼0.435, with participants placing higher trust in

low-risk (M¼75.08, SD¼17.91), as compared to high-risk diagnoses (M¼66.11,

SD¼16.98); see Fig. 1. There was no interaction effect between doctor type and

disease risk, F(1,111)<0.01, P¼0.966, η2p ¼0.000.

Positive results

40

50

60

70

80

90

Low Risk High Risk

Human AI

FIG. 1

Mean trust scores (as percentage) in Experiment 1 after the primary diagnosis provided by

Human vs AI doctors, for low-risk and high-risk diseases. Error bars represent the standard

error of the mean (SEM).
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When adding familiarity with technology as a covariate, F(1,111)¼0.20,

P¼0.759, η2p ¼0.001, only the main effect of doctor type remained significant,

F(1,111)¼4.52, P¼0.036, η2p¼0.039, but not the main effect of risk, F(1,111)¼
1.68, P¼0.198, η2p ¼0.015. Familiarity with technology did not correlate signifi-

cantly with trust in either low-risk, r(61)¼0.042, P¼0.746, or high-risk diagnoses

made by AI, r(61)¼�0.034, P¼0.792.

2.2.2 Trust in AI as a secondary diagnosis tool
When the second diagnosis confirmed the initial one, we found a significant main

effect of disease risk, F(1,110)¼10.28, P¼0.002, η2p¼0.083, with significantly

larger increases in trust ratings for high-risk (M¼17.72, SD¼23.73), as compared

to low-risk diseases (M¼9.86, SD¼11.75). The main effect of doctor type,

F(1,110)¼3.46, P¼0.065, η2p¼0.031, and the interaction effect between risk

and doctor type, F(1,110)¼3.47, P¼0.065, η2p¼0.028, suggested that trust in-

creased more when the second confirming opinion was provided by a Human doc-

tor (M¼16.31, SD¼11.33) vs an AI doctor (M¼11.08, SD¼16.78), with this

difference being larger for high-risk diseases. For high-risk diseases, the differ-

ence between Human (M¼21.98, SD¼17.98) and AI (M¼12.64, SD¼28.52)

for a secondary diagnosis was confirmed significant by a follow-up independent

t-test, t(112)¼2.13, P¼0.036, Cohen’s d¼0.40. For low-risk diseases, the differ-

ence between Human (M¼10.15, SD¼9.73) and AI (M¼9.52, SD¼13.81) as

secondary diagnosis was not significant, t(110)¼0.28, P¼0.778, Cohen’s

d¼0.05.

When the second diagnosis disconfirmed the initial one, neither the main effect of

disease risk,F(1,112)¼0.07,P¼0.791, η2p¼0.001, nor themain effect of doctor type,

F(1,110)¼0.10, P¼0.921, η2p¼0.000, were significant. A significant interaction was

nevertheless found between disease risk and doctor type, F(1,110)¼4.39, P¼0.038,

η2p¼0.038. The average impact of a second disconfirming Human diagnosis was

M¼�25.74 (SD¼26.74) for low-risk, and M¼�19.73 (SD¼25.66) for high-risk

diseases, t(61)¼1.86, P¼0.068, Cohen’s d¼0.24. The average impact of a second

disconfirming AI diagnosis was M¼�19.96 (SD¼25.89) for low-risk and

M¼�24.63 (SD¼30.44) for high-risk diseases, t(51)¼1.16, P¼0.250, Cohen’s

d¼0.16. See Fig. 2 for a depiction of trust in AI as a secondary diagnosis.

2.2.3 Order effects
Relevant to our research question, neither the main effect of order, F(1,110)¼1.74,

P¼0.190, η2p¼0.016, nor the interaction effect of group by risk, F(1,110)¼0.57,

P¼0.451, η2p¼0.003, were significant. Solely the main effect of disease risk proved

significant, F(1,110)¼98.98, P<0.001, η2p¼0.472, consistent with our previous re-

sults that trust is higher for diagnoses of low-risk (M¼11.08, SD¼16.78), as com-

pared to high-risk diseases (M¼11.08, SD¼16.78).
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2.3 Discussion
The main goal of Experiment 1 was to investigate trust for AI as a diagnosis tool.

When looking at AI as a primary diagnosis, the results of Experiment 1 highlighted

that participants trusted AI doctors less than human doctors in order to confirm a

medical condition and recommend treatment. Such results are in line with the tradi-

tional findings on algorithm aversion pointing out that we are more likely to trust a
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FIG. 2

Change in trust (as percentage) from a first diagnosis given by a human to second diagnosis

coming from either a Human or AI doctor for both low-risk and high-risk medical conditions,

with the second diagnosis confirming the first positive diagnosis (upper panel), and the

second diagnosis disconfirming the first positive diagnosis (lower panel). Error bars represent

SEM.
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human over an algorithm (Bisantz and Seong, 2000; Dietvorst et al., 2015; Dzindolet

et al., 2003; Parasuraman and Riley, 1997). This finding signals that people may have

a built-in preference for interacting with other humans over interacting with other

types of agents, such as AI machines. Considering that throughout life we interact

most often with other humans than with AI, trusting the human medical practitioner

over the AI agent may simply reflect a learned preference (e.g., the affective judg-

ments literature, see Zajonc, 1980). Note that AI technology has only recently started

to become mainstream (i.e., in the form of apps we use on mobile phones and oper-

ating systems like Apple’s Siri). Moreover, it is also a lot less likely for people to

already have consistently encountered AI in the healthcare. Therefore, lack of expo-

sure to and interaction with AI could be taken as a solid start to explain the distrust in

AI, as found in Experiment 1. In line with this explanation, it has been shown that

familiarity with algorithms can increase acceptance (Kramer et al., 2018). Social

norms may also play a role: Informing participants that an algorithm is already being

used by a large part of the population can significantly boost acceptance (Alexander

et al., 2018). However, in our Experiment 1 we found that familiarity with technol-

ogy could not explain the lower trust in AI.

AI technology could be used as a secondary diagnosis tool, to confirm or discon-

firm an initial diagnosis provided by a human doctor. To examine how much people

trust AI for this purpose, we measured its positive/negative impact on people’s trust

on the initial human diagnosis and compared it with the positive/negative impact a

second human diagnosis would have had. The increases in trust following a second

confirming diagnosis were significantly larger for high-risk diseases. In particular,

we found that this boost in trust comes from Human confirming diagnoses, which

have almost double the impact of AI confirming diagnoses; no similar differences

in impact were observed for Human and AI disconfirming second diagnoses.

Lastly, the finding that the order of two given diagnoses, with either human doc-

tor or AI algorithm first, does not impact trust ratings, may suggest that implement-

ing AI as a medical diagnosis tool could potentially be accommodated at any stage in

the medical healthcare process.

To summarize, Experiment 1 provided evidence that people tend to trust Human

diagnoses more than AI diagnoses. One explanation for this result may be that people

expect higher standards of AI diagnoses, in order to be trusted as much as human

diagnoses (e.g., see Montague et al., 2009). When AI and human doctors are known

or implied to be equally good at diagnosing illnesses, one possibility is that people

will still place more trust in human doctors. In Experiment 2 we were interested to

test this possibility by addressing directly participants’ expectations with regard

to the accuracy of medical diagnoses by Human and AI doctors.

3 Experiment 2
To measure expectations relative to AI as opposed to human medical practitioners,

we presented participants with scenarios including diagnoses by AI and human doc-

tors and asked them to indicate how confident they would require the doctors to be in
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their diagnoses, such that the participants themselves will accept the diagnosis and

follow through with the recommended treatment.

3.1 Methods
3.1.1 Participants
44 participants were recruited for this experiment through the Testable Minds plat-

form (minds.testable.org), where the experiment took place. Of those, three were ex-

cluded for providing incomplete or unusual answers indicating that they

misunderstood the questions, such that the final analysis included 41 participants

(18 male, age range: 20–73 years old, M¼ 38.90, SD¼ 12.86).

3.1.2 Design and materials
We had two within-participant variables: doctor type (Human vs AI) and disease

risk (Low vs High). Each participant responded to four imagined medical scenarios

covering each combination of the variables. The low-risk scenarios were bacterial
infection and tooth abscess, and the high-risk scenarios were lung cancer and sepsis.
Scenarios were counterbalanced, such that each scenario featured an equal number of

times with a Human doctor and an AI doctor. Each scenario described a series of

symptoms, followed by a doctor’s diagnosis (always positive, i.e., illness confirmed)

and a recommended treatment. Participants were asked to indicate the required level

of confidence from the doctor for them to accept the given diagnosis and follow

through with the recommended treatment. Confidence ratings provided the depen-

dent variable. All materials are available as Supplementary materials in the online

version at https://doi.org/10.1016/bs.pbr.2020.06.006; see Appendix D.

3.1.3 Procedure
After they gave their informed consent to participate and answered demographics

questions (i.e., age, gender, ethnicity, and level of education), participants were pre-

sented with the instructions and a text explaining that in some scenarios their doctor

would be an AI rather than a Human, followed by a short explanation of what an AI

doctor is (i.e., a sophisticated algorithm that can make medical diagnoses). Partici-

pants were then presented with the four diagnosis scenarios, in a randomized sequen-

tial order, and had to indicate after each one how confident they required the doctor to

be in order for them to follow through with the recommended treatment. A demo of

the experiment can be accessed at this link: testable.org/t/29215de1b6.

3.2 Data analysis and results
A 2�2 repeated measures ANOVA revealed a significant main effect of disease risk,

F(1,40)¼16.03, P<0.001, η2p¼0.27, with participants expecting higher confidence

for high-risk (M¼86.02, SD¼12.64) than low-risk diseases (M¼77.20,

SD¼13.73); see Fig. 3. Themain effect of doctor type and the interaction effect were

not significant (Ps>0.139).
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3.3 Discussion
The results of Experiment 2 indicate that while participants expected their doctors to

have higher confidence in the diagnoses of high-risk diseases (i.e., cancer or sepsis)

as compared to low-risk diseases (i.e., bacterial infection or tooth abscess) in order to

follow through with the recommended treatment, they did so irrespectively of

whether the diagnosis was given by a Human or AI. Considering that people seem

to have similar performance standards for Human and AI doctors in order to trust

them, it would be interesting to learn if information that AI is the better tool will

increase their trust in AI diagnoses. We will test this hypothesis in Experiment 3.

Another way to increase trust in AI may be through construction of preference

toward AI (Lichtenstein and Slovic, 2006). Specifically, we tested the situation of

simply nudging participants toward choosing (rather than being assigned to) AI over

Human diagnoses. We hypothesized that involvement in the diagnosis will result in

enhanced trust especially for those situations where trust is relatively low, such as for

AI diagnoses. A strong relationship between trust and choice has already been de-

scribed (Kao et al., 1998), with involvement acting to empower patients and helping

them to trust their doctor more (Say et al., 2006).

4 Experiment 3
In Experiment 3 we asked whether it is possible to increase trust in AI by:

(i) informing our participants that AI doctors are better at diagnosing a certain med-

ical condition of interest, or (ii) nudging them to select an AI doctor over a Human

40
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FIG. 3

Confidence levels (as percentage) that participants would require from a medical practitioner

(AI or human doctor) in order to follow the recommended treatment for low-risk and high-risk

diseases in Experiment 2. Error bars represent SEM.
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doctor in a free choice setup. We therefore manipulated the information given to our

participants regarding what type of doctor is more accurate (Human or AI) and par-

ticipants’ control over choosing their doctor type. We expect that trust in AI when

learning that AI provides the more accurate diagnosis will still be lower than trust in

Humans when learning that Human doctors provide the more accurate diagnosis.

However, we expect that trust in AI diagnoses will increase significantly when par-

ticipants are nudged to select (rather than being assigned to) the AI doctor, and that

this effect does not affect Human doctors’ diagnoses.

4.1 Method
4.1.1 Participants
197 participants were recruited from the Testable Minds platform (minds.testable.

org). Five participants with very short response times to any of the questions,

suggesting lack of involvement with the task, were excluded (response threshold:

RTz-score>3; Pukelsheim, 1994). We also excluded 5 participants in the Human

and 25 participants in the AI groups who did not submit to our nudges and did

not select the expected doctor (i.e., the doctor presented as more accurate; see

Section 4.1.3). Therefore, our final analyses included 162 participants (82 male,

78 female, 2 other; age range: 18–74, M¼35.30 years old, SD¼12.29), with

between 38 and 43 participants in each group.

4.1.2 Design and materials
We had a 2x2x2 mixed design, with disease risk (low- vs high-risk) as a within-

subjects factor, and doctor type (Human vs AI) and decision maker over doctor type

(patient vs authority) as between-participants factors. The scenarios included the de-

scription of symptoms, a medical diagnosis, and a recommended treatment for

bacterial infection and lung cancer, respectively. All materials are available as Sup-

plementary materials in the online version at https://doi.org/10.1016/bs.pbr.2020.06.

006; see Appendix E.

4.1.3 Procedure
Participants were informed that they will be presented with two medical scenarios

and that the existing medical system can use either Human or AI doctors to diagnose

their problems, followed by a brief description of what an AI doctor is. The scenarios

were presented in a random order. Participants were asked to imagine that these hap-

pened to them and estimate the probability (0–100%) that they would start the recom-

mended treatment, given that it was not possible to get a second opinion. Depending

on the between-participants condition to which they were randomly distributed, par-

ticipants were then told that either the Human or AI doctor was more accurate and

thus preferred by people, and that they were randomly assigned to this more accurate

Human/AI doctor (authority as decision maker condition), or they can rather select

which doctor they prefer (participant as decision maker condition). Following this

manipulation, most participants in the Participant-selected conditions chose the more
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accurate doctor, but a few still chose the other one. We excluded the data from those

participants. A demo of the experiment is available at this link: testable.org/t/

292189c9a4

4.2 Data analysis and results
We found a significant main effect of doctor type, F(1,158)¼14.32, P<0.001,

η2p¼0.083, with the probability to follow the treatment significantly lower when

recommended by the AI doctor (M¼69.66, SD¼23.17), as compared to a human

doctor recommendation (M¼81.69, SD¼18.95). A significant main effect of

disease risk was also found, F(1,158)¼11.28, P<0.001, η2p¼0.067, with a higher

probability to follow treatment in the low-risk condition (M¼80.17, SD¼25.12),

than in the high-risk condition (M¼71.19, SD¼30.70). Most importantly, we found

a significant main effect of decision maker, F(1,158)¼4.40, P¼0.038, η2p¼0.027,

and a significant interaction effect between decision maker and doctor type,

F(1,158)¼6.40, P¼0.012, η2p¼0.039. Overall, there was a higher probability to

follow treatment in the Participant-selected condition (M¼78.81, SD¼18.20), than

in the Authority-selected condition (M¼72.62, SD¼24.80), and this difference was

significantly higher for AI diagnoses (M¼76.88, SD¼18.23 vs M¼61.88,

SD¼25.53), as compared to Human diagnoses (M¼80.95, SD¼18.17 vs

M¼82.35, SD¼19.79); see Fig. 4. The other interaction effects failed to reach
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FIG. 4

Probability to follow treatment recommended by the Human and AI doctors, for low- and high-

risk medical conditions. Left panel presents probability to follow treatment when the doctor

was assigned by authority, whereas the right panel presents probability to follow treatment

when participants selected their doctor. Error bars represent SEM.
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significance (Ps>0.27), with the interaction effect between disease risk and doctor

type marginally approaching significance, F(1,158)¼3.81, P¼0.053, η2p¼0.024.

To better understand the effects of decisionmaker on Human and AI diagnoses, we

conducted two more ANOVAs. For participants in the Human conditions only, a 2�2

mixed ANOVA with factors disease risk (low vs high) and decision maker (authority

vs participant) revealed no significant main effects or interactions (all Ps>0.409). For

participants in the AI conditions only, we found a significant main effect of risk,

F(1,79)¼12.58, P<0.001, η2p¼0.137, with participants more likely to follow the

treatment in the low-risk condition (M¼76.88, SD¼24.60), as compared to the

high-risk condition (M¼62.44, SD¼33.68). Most importantly, a significant main ef-

fect of decisionmaker was also found,F(1,79)¼9.36,P¼0.035, η2p¼0.106, with par-

ticipants more likely to follow treatment when nudged to select the AI doctor

(M¼76.88, SD¼18.23), as opposed to those situations when they were only assigned

to it (M¼61.88, SD¼25.53). The interaction effect between decision maker and

disease risk, F(1,79)¼0.07, P¼0.799; η2p¼0.137, was not significant.

To examine whether information about the more accurate doctor can eliminate

the difference in trust between Human and AI, we performed a further 2�2 mixed

ANOVA on the data from the Authority conditions only. Results confirmed the

significant main effect of doctor type, F(1,80)¼16.62, P<0.001, η2p¼0.172, sug-

gesting participants place significantly more trust in Human as opposed to AI

diagnoses, when they were informed their assigned doctor was the more accurate

one. There was also an interaction effect between doctor type and disease risk,

F(1,80)¼4.50, P¼0.037, η2p¼0.053, indicating a larger gap between trust in Hu-

man and AI diagnoses for the high-risk disease (M¼82.91, SD¼22.77, and

M¼54.13, SD¼37.08, respectively), than for the low-risk disease (M¼81.79,

SD¼26.94, and M¼69.94, SD¼27.27, respectively). The main effect of disease

risk did not reach significance, F(1,80)¼3.37, P¼0.070, η2p¼0.040.

4.3 Discussion
Consistent with our findings from Experiment 1, we found that participants were less

likely to follow recommended treatments for high-risk diseases, as compared to low-

risk diseases, and from an AI, rather than from a human doctor. This preference for

Human over AI diagnoses was not eliminated when participants were informed that

the doctor to which they were assigned (Human or AI) was the most accurate one.

However, we found evidence that giving participants the option to choose the

doctor type while heavily nudging them to opt for an AI diagnosis dramatically in-

creased trust in AI, when chosen. This effect was specific to AI diagnoses and was

evident for both low-risk and high-risk diseases. The samemanipulation did not have

an effect on human diagnoses.

Giving participants the choice of medical practitioner in a situation where they

did not feel particularly trusting and as such, making them feel more in control, might

have alleviated their hesitations about the AI. Involvement may act to give the op-

portunity to those patients who have not yet established trust to feel more empowered
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and through that, trust the diagnosis more (Say et al., 2006). This result is potentially

exciting, as it provides a path to address the inclusion of AI in traditional healthcare

plans, as well as patients’ accepting as a standard participant to the healthcare

process.

4.4 General discussion
In the present study we investigated how much trust people have in using AI as a

potential diagnosis tool in the medical healthcare field with the goal to find ways

to increase this trust.

Lower trust in AI algorithms compared to human diagnoses was found in Exper-

iment 1 and further confirmed in Experiment 3. These findings are in line with

previous literature, highlighting algorithm aversion (Alvarado-Valencia and

Barrero, 2014; Bisantz and Seong, 2000; Dietvorst et al., 2015; Dzindolet et al.,

2003; Muir and Moray, 1996; €Onkal et al., 2009; Parasuraman and Riley, 1997;

Promberger and Baron, 2006). Initial trust in diagnoses for life-threatening conditions

was generally lower, as compared to low-risk conditions, but the gap in trust between

diagnoses made by human and AI was similar across conditions.

The lower trust in AI algorithms as compared to their human counterpart was ev-

ident for first diagnoses. Additionally, our participants trusted more a second opinion

coming from aHuman than from an AI agent to confirm the initial (human) diagnosis

of a life-threatening disease. This result led us to believe that people may have more

demanding criteria for trusting AI medical technology, as compared to trusting

human doctors, a hypothesis tackled by Experiment 2.

Surprisingly, against our prediction, Experiment 2 found that people had compa-

rable standards of expertise for AI and human doctors, as measured by the required

level of confidence from their AI/human doctors about the diagnosis. We acknowl-

edge that the word confidencemay have different meanings when referring to human

and AI doctors. When it comes to a human doctor’s confidence in their diagnosis, one

may assume that it refers to a mere estimation based on the doctor’s gut feeling,

whereas when an AI reports its confidence, a better guess would be that it is derived

from calculations based on concrete data. As such, a confidence report from an AI

may be more meaningful to people, than one from a human.

Because algorithm appreciation has been demonstrated for certain concrete tasks

in which algorithms are expected to outperform humans (Logg et al., 2019), in our

last investigation in Experiment 3 we attempted to boost trust in AI by explicitly

informing participants about the AI superiority. However, we found that trust in

AI did not increase when people were told that the AI outperformed the human doc-

tor. Another manipulation seemed way more successful: Participants exhibited

higher trust in AI when they were nudged to select the AI for a diagnosis, as opposed

to being automatically assigned to an AI diagnosis. The probability to follow the

recommended treatment increased significantly when participants were given a

choice and this effect was specific to the AI diagnoses.
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There is considerable evidence in psychology that choices influence preferences.

Numerous studies using free-choice paradigms have demonstrated that participants

increased their preference for the chosen option in a wide range of situations (Coppin

et al., 2010; Gerard and White, 1983; Sharot et al., 2009; Shultz et al., 1999). Sur-

prisingly, even people who were led to believe that they had chosen a non-preferred

option came to prefer the new option, the opposite of their chosen alternative (e.g.,

Hall et al., 2010; Johansson et al., 2014). Preference increases for the selected choice

are typically explained by our need to reduce cognitive dissonance (Festinger, 1957,

1962). Choosing between alternatives creates cognitive dissonance because the non-

chosen option has desirable aspects that we now must ignore. The way to reduce dis-

sonance is to increase our evaluation of the selected choice and devalue the ignored

option (Shultz et al., 1999). Through the same mechanism, people who are generally

less trusting of AI but nevertheless are successfully nudged to choose it over a human

doctor will look for ways to justify this decision to themselves and increase their

preference for AI in the process.

We highlight two potential limitations of the current study: First, our experiments

used hypothetical medical scenarios and evaluated participants’ trust as they had to

only imagine having the described disease. There is always the question of how well

our findings would replicate in real-life situations. Second, it is possible that our re-

sults highlighting that choice increased trust in AI were driven (at least partly) by

specifically excluding participants whose trust in AI was so low that nudging failed

to make a difference, and by consequently selecting only those who already had

higher trust in AI. However, this is unlikely to be the case, because we did not record

the same results for Human diagnoses (although admittedly there were fewer partic-

ipants excluded in the Human condition).

In terms of practical implications, we consider our results to be exciting. They

suggest a potential working path toward increased acceptance and inclusion of AI

within the traditional healthcare system. Follow up research could explore other be-

havioral nudges to influence patients to choose AI for medical diagnoses and exam-

ine how these nudges differ in terms of effectiveness. It has been shown that patients

are traditionally keen to be involved in decision-making tasks (e.g., choosing one

doctor over another), although they expect the doctor to solve their specific medical

problem that required treatment in the first place (Deber, 1994; Deber et al., 1996).

This reduced interest in how doctors make diagnoses and decide on treatments is

good news for AI, considering its complexity and that the computations leading

to a certain outcome are often impenetrable to humans (e.g., the black box problem,

see Castelvecchi, 2016).

5 Conclusions
We find that people have lower trust in AI diagnoses, as compared to human diag-

noses. However, this trust gap can be almost eliminated if we move away from enfor-

cing AI diagnoses to the libertarian paternalism proposed by Thaler and Sunstein
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(2003). That is, if we preserve patients’ freedom of choice, while at the same time

steering them toward the better option (for individuals and/or the society). Giving

people a choice between human and AI diagnoses while heavily nudging them to

choose the AI increases their trust in AI diagnoses to levels typically found for

human diagnoses.
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